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Abstract

Using over half a century of R&D data for India, this paper tests whether the second-generation endogenous growth theories are consistent with India’s growth experience. Furthermore, the paper examines the extent to which growth in India can be explained by R&D activity, international R&D spillovers, catch-up to the technology frontier and policy reforms. The empirical results show that the growth in India over the past five decades has been driven by research intensity following the predictions of Schumpeterian growth theory.
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1. Introduction

Although R&D has been assumed to be the key factor in endogenous growth models, so far there has been little empirical analysis that explores the role of R&D in explaining growth for a “miracle” economy. Consequently, whether there are scale-effects in the rate of innovation and hence whether the high growth rates in the “miracle” economies will continue remains largely unexplored. In fact, the implications of R&D-based theories for developing economies remain unclear. The main objectives of this paper are to use data for more than half a century to: 1) test which second-generation endogenous growth theory is most applicable in explaining growth in India; and 2) examine the importance of R&D, among other variables, in explaining growth rates in India. The growth theories tested in this paper are the following two second-generation endogenous growth models: 1) the semi-endogenous growth theories of Jones (1995a), Kortum (1997) and Segerstrom (1998); and 2) the Schumpeterian growth theories of Aghion and Howitt (1998), Peretto (1998), Young (1998) and Howitt (1999).

This study is, to the best of our knowledge, the first attempt to test the importance of R&D for growth and the validity of second-generation endogenous growth models for a developing country. An important question addressed in this paper is whether R&D activities play a crucial role in explaining growth for a developing country like India or whether R&D-driven growth is limited to highly developed countries. The analysis is limited to India because it is one of the very few developing countries for which R&D data over sufficiently long time periods are available to enable tests of the importance of R&D for growth in general, and specifically to discriminate between different second-generation growth models. The R&D data for India cover the period from 1950 to 2005, a time span that even exceeds that of the R&D data that are available for almost all OECD countries.¹

¹ Most R&D data for developing countries are available only from the 1980s, which is far too short a period to discriminate between growth models using aggregate data.

Furthermore, India is an ideal candidate for testing R&D driven growth given that it has experienced a significant increase in the growth rate of total factor productivity (henceforth, TFP) since the 1980s. This raises the question of whether R&D or economic reforms have been the key factors behind India’s take-off in the late 1980s. The transition from low to high growth coincides with significant economic reforms in several key sectors of the Indian economy since the late 1980s. Hence, the literature often argues that the high growth rates have been driven by economic liberalization or an attitudinal change favoring the reforms (Panagariya, 2002; De Long, 2003; Rodrik and Subramanian, 2005).

Another possibility is that growth in India has been predominantly driven by transitional dynamics and factor accumulation over the past two decades. Young (1995), for example, finds that capital deepening, increasing educational attainment, and increasing labor force
The reform period has been driven by TFP growth. More than half of per capita growth in India during the period index of the other way around.\(^2\) Finally, Madsen and Ang (2009) show that capital deepening has been a result of productivity growth and not productivity. However, Granger causality tests suggest that the growth in the capital-output ratio precedes growth in labor productivity. Between 1950 and 1990, India's per capita income grew at an average annual growth rate exceeding 6% in per capita terms in the period 1990–2005, which is 4 percentage points higher than the Hindu growth rate experienced between 1950 and 1990. The coincidence of increasing growth rates and reforms in the 1990s has led a large body of the literature to argue that the policy reforms have been the main drivers of the types of products they could manufacture. Following the foreign exchange crisis in the mid 1950s, trade policies orientated towards self-sufficiency were introduced with the Import Trade Control Act of 1955. Following this act, imports of consumer goods were prohibited and heavy tariffs were introduced on almost all goods. In terms of financial sector policy, from the beginning of the 1960s the government gradually tightened control by raising statutory liquidity and cash reserve requirements. This continued throughout the 1970s and 1980s (see Ang, forthcoming for more details).

Interestingly, the Indian government promoted R&D by fostering commercialization of research undertaken by government funded bodies after Independence. Furthermore, several training schools for engineers and scientists were established. However, the incentives to produce in-house research were probably weak since there was little or no threat to incumbent firms from entry of domestic or foreign firms or from imported products. Furthermore, there was little expansion of product variety due to the enforcement of licensing requirements. International technology transfer was also limited since foreign partnership and technology imports were strictly regulated, especially during the 1960s (Joshi and Little, 1996). On balance, compared to the standard of other developing countries, the research intensity of Indian companies during that period was not particularly low. Average R&D expenditure was 0.4% of GDP between 1950 and 1990.

The restrictions on trade and production were gradually lifted and capital markets were liberalized in a series of reforms that started in the late 1970s and gained strong momentum in the early 1990s. The objective was to restructure the entire orientation of India's development strategy and to give more scope for markets in price determination and resource allocation. Consequently, interest rates were gradually liberalized, reserve and liquidity ratios were reduced significantly, industrial licensing requirements were abolished for most industries, R&D was strongly promoted, and several trade restrictions were lowered, including marked reductions in tariff rates and import quotas.

Alongside these developments, several incentive schemes have been launched to stimulate in-house R&D. Fiscal incentives to undertake R&D had already been introduced in 1973 and import duties on capital goods used for R&D also reduced. Policies to promote R&D were significantly strengthened in the 1990s. The patent protection framework was strengthened substantially and several tax concessions were given to firms undertaking in-house R&D. For instance, in 1997, a weighted tax deduction of 125% was allowed on the purchase of capital equipment for R&D purposes. Today, any in-house R&D expenses enjoy weighted tax deductions of 150%. Furthermore, accelerated depreciation for R&D equipment, generous excise duty waivers, tax holidays for R&D intensive firms, and tax incentives for R&D collaborations between private firms and universities have also been introduced. The period 1991–2005 saw a significant increase in R&D activity to an average of 0.8% of GDP, representing twice that of the pre-reform period.

The economy grew at an average annual growth rate exceeding 6% in per capita terms in the period 1990–2005, which is 4 percentage points higher than the Hindu growth rate experienced between 1950 and 1990. The coincidence of increasing growth rates and reforms in the 1990s has led a large body of the literature to argue that the policy reforms have been the main drivers of the increasing growth rates. However, very little work has been done in quantifying the policy shifts and their effects on growth, and even less attention has been given to the influence of R&D on growth (Acharya, 2004). The next sections seek to uncover the effects of R&D and reform policies on growth, and test whether the effects of these policies and R&D are temporary or permanent. As shown in the next section, the shape of the ideas production function determines whether R&D has permanent or temporary growth effects.

---

\(^2\) Ganger causality test of the null hypothesis that the growth in the \(K-Y\) ratio does not Granger cause labor productivity growth yields an \(F\)-statistic of 1.45 (\(p = 0.23\)). The null hypothesis that labor productivity growth does not precede the \(K-Y\) ratio is strongly rejected (\(F\)-statistic = 7.26, \(p = 0.009\)). These results suggest that capital deepening has been the result and not the cause of productivity growth. The Granger causality tests are estimated with one lag, which was chosen based on the likelihood ratio tests, using annual data over the period 1950–2005.
3. R&D-based endogenous growth models

Consider the following ideas production function, which can be used to discriminate between endogenous growth theories (see, e.g., Ha and Howitt, 2007; Madsen, 2008):

\[ g_A = \frac{A}{\bar{A}} = \lambda \left( \frac{X}{Q} \right)^{\alpha} A^{\phi - 1}, 0 < \alpha \leq 1, \phi \leq 1 \]

where \( g_A \) is TFP growth, \( A \) is the level of TFP, \( X \) represents research input (semi-endogenous growth theory) or the productivity-adjusted research input (Schumpeterian growth theory), \( Q \) is product variety, \( L \) is employment, \( X/Q \) is research intensity, \( \lambda \) is the R&D productivity parameter, \( \alpha \) is a duplication parameter, which is assumed to be zero if all innovations are replications of existing knowledge and 1 if none of the new innovations are replications, \( \phi \) is returns to scale in knowledge production, and \( \beta \) is the coefficient of product proliferation.

The key distinction between endogenous growth models lies in the values of \( \phi \) and \( \beta \). Semi-endogenous growth theory predicts \( \phi < 1 \) and \( \beta = 0 \) whereas Schumpeterian growth theory posits \( \phi = 1 \) and \( \beta = 1 \), and the first-generation fully endogenous growth models assume \( \phi = 1 \) and \( \beta = 0 \).

One common feature in these models is that growth is driven by R&D. In the first-generation growth models, in which growth is proportional to the number of R&D workers, or \( g_A = \lambda X \), the growth rate can be enhanced by increasing the number of R&D workers in the economy. Using data for the G5 countries, Jones (1995b) dismisses the first-generation growth models by showing that the TFP growth rates in these economies have not increased during the post WW II period, despite a significant increase in the number of R&D workers. To overcome this problem associated with the first-generation growth models, Jones (1995b), Kortum (1997) and Segerstrom (1998) abandon the assumption of constant returns to scale in ideas production, and replace it with the assumption of diminishing returns to knowledge at the aggregate level of the economy. This assumption implies that increasing the number of R&D workers will enhance the TFP growth rate only temporarily whereas the permanent growth effects are zero. Consequently, a positive growth in R&D is required to sustain a positive TFP growth.

The Schumpeterian growth models of Aghion and Howitt (1998), Peretto (1998), Howitt (1999), and Dinopoulos and Thompson (2000) retain the assumption of constant returns to knowledge from the first-generation models. However, they argue that the effects of the increasing level of resources devoted to R&D are sterilized by the concomitant import. In other words, the larger is the propensity to import, the less effective is the R&D effort in generating new ideas.

The log-linear approximation of Eq. (1) can be written as follows:

\[ \Delta \ln A_t = \ln \lambda + \sigma \left[ \ln X_t - \ln Q_t + \left( \frac{\phi - 1}{\sigma} \right) \ln A_t \right] \]

If \( \Delta \ln A_t \) is stationary, the square bracket term should also be stationary and thus \( \ln X_t, \ln Q_t \) and \( \ln A_t \) should form a cointegrated relationship. On the other hand, if \( \Delta \ln A_t \) is not stationary, as predicted by the first-generation endogenous growth models for economies with increasing R&D, the variables in the square bracket will not form a cointegrated relationship, i.e., \( \Delta \ln A_t \) will be unrelated to \( \Delta \ln Q_t \) and \( \Delta \ln A_t \) in the long run.

Since \( \Delta \ln A_t \) is trend stationary (as discussed in Section 5), the second-generation endogenous growth theories imply that the terms \( \gamma_i \) and \( \zeta_i \) in the following equations are stationary:

\[ \gamma_i = \ln X_t + \left( \frac{\phi_i - 1}{\sigma_i} \right) \ln A_t, \quad \text{Semi}-\text{endogenous growth theory} \]

\[ \zeta_i = \ln X_t - \ln Q_t, \quad \text{Schumpeterian growth theory} \]

These two equations are used to test whether the second-generation growth models are consistent with India’s growth experience. If semi-endogenous growth theory holds, one would expect: i) that both \( \ln X_t \) and \( \ln A_t \) be non-stationary and integrated at the same order; and ii) that both variables move closely together in the long run with a cointegrated vector \( \left( 1, -1 \right) \) in which the second element is expected to carry a negative sign due to the assumption of diminishing returns to knowledge production, i.e., \( \phi < 1 \). If, however, the data are consistent with Schumpeterian growth theory, one would expect: i) \( \ln (X/Q) \), to be stationary so that measures of R&D intensity exhibit no large persistent movements; and ii) both \( \ln X_t \) and \( \ln Q_t \) to be cointegrated with a cointegrated vector of \( \left( 1, -1 \right) \) so that there is a one-to-one relationship between R&D inputs and measures of product variety in the long run.

Madsen (2008) argues that these cointegration tests are necessary but not sufficient to test the validity of these endogenous growth theories. While the cointegration predicted by Eqs. (3) and (4) may prevail, it cannot be ruled out that cointegration may be driven by forces that are unrelated to the predictions of second-generation endogenous growth models. For example, if governments target a constant level of research intensity, Eq. (4) may be satisfied but growth needs not be related to research intensity. Furthermore, Eqs. (3) and (4) are assumed to hold in steady state — an assumption that may not be satisfied for India. Thus, the following model is also estimated (for derivation, see Madsen, 2008):

\[ \Delta \ln A_t = \gamma_0 + \gamma_1 \Delta \ln X_t^d + \gamma_2 \Delta (\ln Q - \ln X_t^f) + \gamma_3 \ln \left( \frac{X_t}{Q_t} \right)^f + \gamma_4 m_t \ln \left( \frac{X_t}{Q_t} \right)^f + \gamma_5 \ln \left( \frac{A^{US}}{A^{AUU}} \right)_{t-1} + \gamma_6 \ln H_t + \gamma_7 \Delta \ln H_t + \varepsilon_t \]

where the superscripts \( d \) and \( f \) stand for domestic and foreign, \( m_t \) is import penetration defined as the ratio of imports to GDP, \( (A^{US}/A^{AUU})_{t-1} \) measures the distance to the technology frontier, \( A^{US} \) and \( A^{AUU} \) are the TFP levels of the US and India, \( H_t \) is an index of financial liberalization, and \( \varepsilon_t \) is a stochastic error term. While semi-endogenous growth theory predicts \( \gamma_1 \geq 0 \) and \( \gamma_4 \gamma_5 = 0 \), Schumpeterian growth theory predicts \( \gamma_1 \geq 0 \) and \( \gamma_4 \gamma_5 = 0 \). It is expected that \( \gamma_6 \) and \( \gamma_7 > 0 \). Thus, R&D has only temporary effects on TFP growth under semi-endogenous growth theory while R&D has permanently positive growth effects in the Schumpeterian growth models as long as R&D is kept as a constant proportion of the number of product lines or product varieties. One of the fundamental distinctions between these two classes of models is that policy factors have no role to play in altering long-run growth based on semi-endogenous growth theory.

The model allows international technology spillovers through the channel of imports as shown by Coe and Helpman (1995) and Madsen (2007, 2008). Here, imports of technology are multiplied by import penetration because the variables \( \Delta X^d \) and \( (X/Q)^f \) are not influenced by the propensity to import. \( \Delta X^d \) and \( (X/Q)^f \) are constructed using import weights the weights add up to one as shown below. Following Coe and Helpman (1995), it is plausible that technology spillovers through the channel of imports are proportional to the propensity to import. In other words, the larger is the propensity to import, the
higher is the opportunity of domestic producers to take advantage of the technology that is produced elsewhere. Knowledge spillovers through the channel of imports affect TFP growth, according to some of the endogenous growth models described in Grossman and Helpman (1991). In these models, TFP depends on the horizontally and vertically differentiated intermediate inputs. For horizontally differentiated products, an increasing variety of intermediate inputs increases the economy-wide efficiency of production. For vertically differentiated products, intermediate products come in different qualities and the effectiveness of an intermediate input in final production is positively related to the number of times the input has been improved. Common to both cases is that the variety and quality of intermediate inputs are predominantly explained by cumulative R&D and, therefore, that TFP is a positive function of cumulative R&D. This line of reasoning suggests that the TFP of a country depends on its own R&D and the R&D embodied in imported intermediate inputs. Hence, technology is transmitted internationally by the import-weighted stock of knowledge.

The above specification allows for the possibility that growth is enhanced by the distance to the technology frontier (Howitt, 2000; Griffith et al., 2003). The larger is the technology gap the more a country can take advantage of the technology developed by the frontier country because the effective costs associated with the development of a new product declines with technological distance. Finally, an index of financial liberalization is included in the model to control for its potential positive growth effects. Financial liberalization is expected to affect the level or growth in productivity positively because it is associated with greater mobilization of savings and more efficient allocation of resources (McKinnon, 1973; Shaw, 1973). The financial liberalization index is entered in levels as well as in differences to allow for the possibility that it has temporary and permanent growth effects.

4. Data

The models are estimated using aggregate data and firm-level data. Annual data for the period 1950–2005 are used in the aggregate analysis and the firm-level analysis considers the post-liberalization period of 1993–2005. TFP is computed as
\[ Y_t / (K_t^{\alpha} \cdot (HL)_t^{1-\alpha}) \]
where \( Y_t \) is real GDP, \( K_t \) is real capital stock, \( L_t \) is labor force and \( H_t \) is an index of human capital. \( (HL)_t \) measures the quality adjusted workforce and \( \alpha \) measures the capital elasticity. The assumption of constant returns to scale in production is maintained and capital's share of income (\( \alpha \)) is set at 0.3. The estimates of \( K_t \) are based on the perpetual inventory method where the initial capital stock for each type of investment (non-residential structures and machinery) is estimated using the gross capital formation in 1950 divided by the depreciation rates (3% for non-residential structures and 10% for machinery) and the average growth in gross capital formation over the period 1950–2005. National account statistics are obtained from Government-of-India (various issues–a) whereas labor force data are derived from the Penn World Table.

Human capital \( (H_t) \) is based on piece-wise linear rate of return to schooling of 13.4% for the first four years of schooling and 10.1% for the subsequent four years (see Hall and Jones, 1999). It is measured as
\[ H_t = (1 + r)^s \]
where \( r \) is the average return to schooling and \( s \) is the average years of schooling for the population aged 25 and above, which is obtained from Barro and Lee (2001).

R&D input \( (X_t) \) is measured by the number of scientists and engineers engaged in R&D \( (N_t) \), real R&D expenditures \( (R_t) \), number of patent applications by domestic residents \( (PA_t) \) and the number of patents granted to domestic residents \( (PG_t) \). In the tests of Schumpeterian growth models, research intensity \( (X/X_t) \) is measured as:
\[ (N/AL)_t, (N/AL)_t, (R/AL)_t, (R/Y)_t, (PA/AL)_t \) and \( (PG/AL)_t \). Here \( (N/AL)_t, (R/AL)_t \) and \( (R/Y)_t \) are adjusted by TFP to allow for the increasing complexity of new innovations as the economy advances (Aghion and Howitt, 1992). Real output \( (Y_t) \) and the labor force \( (L_t) \) are used as measures of product variety following Zachariadis (2003), Griffith et al. (2004), Ha and Howitt (2007) and Madsen (2008). The labor force is often used as a measure of product variety because the number of products is equal to the size of the population in steady state in Schumpeterian growth models.\(^3\)

Following Coe and Helpman (1995) and Madsen (2008), nominal R&D expenditures are deflated using the unweighted average of the labor costs deflator and the GDP deflator.\(^4\) Data on the R&D-based measures are gathered from various publications on “R&D Statistics” of the Department of Science and Technology (see Government-of-India, various issues–b) and the Planning Commission (2007). These data are complemented with various issues of the Statistical Yearbook published by the United Nations Educational, Scientific, and Cultural Organization (UNESCO). Patent data are obtained from the World Intellectual Property Organization (2007).

International technology spillovers are measured by an import-ratio weighting scheme adapted from Coe and Helpman (1995), given as follows:
\[
X_{ij}^{m} = \sum_{n} m_{ij} X_{it}^{d}, \quad \neq j
\]
where \( n \) is the number of import partners for India, \( m_{ij} \) is India's import of high-technology products from country \( j \), \( M_{ij} \) is India's total imports of high-technology products and \( X_{it}^{d} \) is the real R&D for country \( j \), which takes on a value of one in 2000.\(^5\) Data on total imports and imports by product category from these countries are collected from various publications on international trade of the IMF, United Nations and the UN Comtrade database. Data on TFP levels, employment, R&D and research-intensity of all India's trading partners are obtained from Madsen (2008) except for China and South Korea. Data for these two countries are collected from National-Bureau-of-Statistics-of-China (various issues), Korea-National-Statistical-Office (various issues), China-Ministry-of-Science-and-Technology (various issues) and Korea-Ministry-of-Science-and-Technology (various issues). The index of financial liberalization is obtained from Aizen (forthcoming). The approach considers nine indicators of financial repressionist policies. Six of them are interest rate controls, including a fixed lending dummy, a minimum lending rate, a maximum lending rate, a fixed deposit dummy, a minimum deposit rate and a maximum deposit rate. These policy controls are translated into dummy variables that take the value of 1 if a control is present and 0 otherwise. The remaining three policies are directed credit programs, the cash reserve ratio and the statutory liquidity ratio. The extent of directed credit programs is measured by the share of directed credit lending in total lending.

\(^3\) Another direct measure of product variety is export variety data (see Feenstra, 1994; Feenstra et al., 1999; Chen and Feenstra, 2008; Feenstra and Kee, 2008; Frenchch and Wittich, 2009). In Feenstra et al. (1999), product variety for Korea and Taiwan is measured using the disaggregate exports data from these countries to the US. This approach is not considered here since the export sector in India is relatively small compared to Korea and Taiwan. Its average share of exports in GDP from the period 1975 to 2005 was only 7.66%, compared to 28.60% in Korea and 50.51% in Taiwan. Thus, unlike the cases of Korea and Taiwan, export variety is unlikely to be a good proxy for economy-wide product variety for India. Moreover, data on product variety do not go sufficiently far back in time, particularly not for our measure of spillovers of research intensity through the channel of imports. The data are available only from 1975 for India and from later periods for some of India's trade partners.

\(^4\) Data on total R&D personnel and R&D expenditures also include defense-related R&D. Data on non-defense R&D are not available.

\(^5\) The following SITC classifications are used for high-technology products: chemicals and related products (SITC Section 5), machinery and transport equipment (SITC Section 7), and professional and scientific instruments (SITC Section 8.7). All countries that have a larger than 0.5% share of India's total imports are included in the analysis.
cash reserve ratio and the statutory liquidity ratio are direct measures of financial repression and are expressed in percentages. These policy variables are summarized into an overall measure of financial liberalization using principal component analysis. The inverse of this measure can be interpreted as the extent of financial liberalization (see Ang and Mckibbin, 2007).6

The firm level panel estimates use annual manufacturing firm-level data covering the period 1993–2005. This dataset is from Prowess, an electronic database maintained by the Centre for Monitoring Indian Economy in Mumbai. Prowess compiles information from the annual reports of large- and medium-sized Indian firms including government undertakings, whose shares are regularly traded on the major Indian stock exchanges. These firms account for 70% of total value added by the Indian manufacturing industry. The original data set includes a total of 3630 firms. However, data for most of these firms are unavailable over the entire sample period. Therefore, a balanced panel of 590 firms for which data are available for the entire sample period is considered in the analysis. Note that not all of these firms invested in R&D in each year over the entire sample period, and the only measure of research activity that is available at the firm level is R&D expenditures. TFP for the firm-level analysis is estimated by \( Y_{it}/(K_{it}^{1/3} - \alpha_1 L_{it}^{1/3} M_{it}^{2/3}) \), where \( M_{it} \) is real material consumption. \( \alpha_1 \) and \( \alpha_2 \) are the factor shares of labor and materials, respectively. Factor shares are calculated as the ratio of factor incomes to total output at current prices (see Saxena, forthcoming for more details).

Fig. 1a and b compare TFP growth with the growth rates in R&D activity measures. Notes: TFPG is TFP growth rate, R is real R&D expenditures; N is number of scientists and engineers engaged in R&D; PA is patent applications from residents and PG is patents granted to residents. Growth in TFP and all measures of research activity are based on 5-year centered moving averages. TFPG-HP is the Hodrick-Prescott filtered series for TFP growth with a smoothing parameter of 100.

Fig. 2 shows various measures of research intensity and the TFP growth rate. The R&D-based measures of research intensity increased steadily from 1950 until the late 1980s or the early 1990s along with an increasing TFP growth rate. Except \( N/L \) which has continued to rise after 1990, there has been little variation in all these series since then. For the patent-based measures, the ratio of \( PG/L \) appears to move procyclically with TFP growth. Although the ratio of \( PA/L \) does not seem to exhibit any strong correlation with TFP growth, it has continued to rise after the reform period, reflecting the increasing drive towards innovation during this period. Overall, the graphical evidence gives some support to Schumpeterian growth theory.

5. Integration and cointegration analyses

5.1. Unit root tests

Unit root tests are performed based on the procedure of Ng and Perron (2001) that takes into account the possible presence of a structural break using data over the period 1950–2005.7 The details of the unit root results are reported in Madsen et al. (2009). The results are summarized here as follows. The null hypothesis of a non-stationary TFP level is not rejected but that of TFP growth is rejected at the 1% significance level. Since TFP levels follow an \( I(1) \) process, one would expect R&D activity measures (i.e., \( N, N_L, PA, \) and \( PG_L \)) to contain a unit root as well to satisfy the predictions of semi-endogenous growth theory of cointegration between \( lnA \) and \( lnX \). However, unit root tests show no evidence that the R&D inputs follow an \( I(1) \) process. This suggests that TFP has not been driven by a proportional increase in research activity as predicted by semi-endogenous growth theory. Regarding research intensity, the unit root tests of the natural logs of \( (N/L)_t, (N/AL)_t, (R/AL)_t, (R/Y)_t, (PA/L)_t, \) and \( (PG/L)_t \) suggest that these R&D intensity measures are stationary except \( ln(N/L)_t \). Coupled with the finding of the stationarity of TFP

---

6 For more details on the construction of variables and data sources, see Madsen et al. (2009).

7 The integration properties of macroeconomic variables are commonly examined using two standard unit root tests – the Augmented Dickey–Fuller (1979) and Phillips–Perron (1988) tests. However, these unit root tests are known to suffer from a finite sample power and size bias, especially when the macroeconomic series is short and has structural breaks. We therefore implement the unit root tests of Ng and Perron (2001).
growth, these results are consistent with the predictions of Schumpeterian growth models.

5.2. Cointegration tests

5.2.1. Semi-endogenous growth theory

The Johansen approach is used to examine the existence of a long-run relationship between TFP and R&D activity as predicted by semi-endogenous growth theory (Eq. (3)). Given the sample size, we have considered a maximum lag length of four. Using the AIC criterion, the optimal lag length is found to be one for all models. Table 1 presents the results of the Johansen cointegration tests and the cointegrating vector associated with each bivariate VECM. While cointegration is found only in two cases for the pre-reform period, the results of both the trace and maximum eigenvalue tests unanimously suggest that a cointegrated relationship exists in all cases for the whole sample period. These results appear to be inconsistent with the unit root tests obtained earlier.

However, a closer examination of the cointegrating vectors suggests that there is little support for semi-endogenous growth theory. In particular, in five out of eight cases, the second element in the cointegrating vectors does not carry the right sign as predicted by this theory. Although the estimated coefficient of lnXd in the remaining three cases has the correct negative sign, it is only statistically significant in the third model for the full sample period. Furthermore, the magnitude of the coefficient appears unreasonably large (−74.648). Thus, the results cast doubt on the assumption of diminishing returns to knowledge as maintained by semi-endogenous growth models.

5.2.2. Schumpeterian growth theory

The Johansen approach is again used to examine the existence of a long-run relationship between R&D activity and product variety (Eq. (4)) over the pre-reform period 1950–1990 and over the full sample period 1950–2005. The results reported in Table 2 show that the null of no cointegration is rejected at conventional significance levels in almost all cases. The second elements in the cointegrating vectors are statistically significant and have the signs as predicted by the theory in eight of the 12 cases. Furthermore, when trademarks are used as measures of product variety all cointegration estimates give support for Schumpeterian growth theory (see Madsen et al., 2009). Overall, one can conclude from these cointegration tests that the Indian aggregate data are consistent with the predictions of Schumpeterian growth theory.

Considering the size of the coefficient estimates of product proliferation, the estimated coefficients of lnLt and lnYf are mostly in excess of the predictions of the theory of one. However, the coefficients are significantly below one when product varieties are measured by trade marks (see Madsen et al., 2009). On average the coefficients of product varieties are 1.5, which is above the predictions of Schumpeterian theory. These results are consistent with the results obtained in the literature (see, e.g., Ha and Howitt, 2007; Madsen, 2008) and are likely to reflect that product variety cannot be measured precisely. Moreover, although unit root tests suggest that the TFP growth rate follows a stationary process in our sample period 1950–2005, standard growth models predict that a much longer transitional period of at least 70 years is required to achieve steady-state equilibrium. The relatively short sample period used in our analyses therefore may not provide credible inferences regarding the steady-state behavior predicted by Schumpeterian growth theory. The lack of a precise measure of product variety and the issues of steady-state behavior suggest that we should interpret the results with these caveats in mind. Some of these issues will be addressed in Sections 6 and 7.

6. TFP growth estimates

The TFP growth equation given by Eq. (5) is estimated in 5 and 10-year differences to filter out the influence of business cycles. The research intensity measures are taken to be the average over all years covered by the differences. Distance to the frontier is evaluated at the first year of the differences. The standard errors are derived based on the Newey–West procedure in order to provide heteroscedasticity and autocorrelation consistent estimates.

The estimation results are reported in Table 3. First, consider the estimates related to semi-endogenous growth theory. The estimated coefficient of growth in domestic research activity (ΔlnXd) is significantly negative in more than half of the regressions, which is the opposite of the predictions of semi-endogenous growth theory. Only in one of the 12 cases is the coefficient of (ΔlnXd) positive and significant. These results provide strong evidence against semi-endogenous growth theory. Furthermore, the estimated coefficients of the growth in knowledge spillovers through the channel of imports (ΔmlnYf) are insignificant in all cases, providing further evidence against semi-endogenous growth theory. Finally, the levels of financial liberalization enter the equations as significantly positive in most cases. The significance of this policy variable is inconsistent with semi-endogenous growth models, which predict that policy has no role to play in determining long-term growth.

The results give more support for Schumpeterian growth theory. The estimated coefficients of domestic research intensity (ΔX/Qf) are economically and statistically highly significant when research intensity is measured by R&D workers and real R&D expenditures in most cases, although less support for the theory is found when patent-based measures for research intensity are considered. Support for the estimated coefficient of the growth in R&D does not turn positive when the estimation period is limited to the pre-reform period of 1950–1990 (the results are not reported).
Schumpeterian theory is also found when product varieties are measured by trademarks (see Madsen et al., 2009). The estimated coefficients of $\ln(X/Q)$ are statistically and economically highly significant in approximately half of the cases, which gives further support for Schumpeterian theory. The average elasticity is 0.223, when the average values of coefficients in Table 3 are multiplied with the average import shares. This result is in line with the findings of Savvides and Zachariadis (2005), who use imports of research intensity from the G5 countries for a panel of 32 developing economies to explain TFP growth. They suggest that the growth-enhancing effects from technological gaps are slightly above the estimates of 0.65 by Lucas (2007) for economies which are classified as open. Given India's long distance to the technology frontier relative to non-US OECD economies, the estimates suggest that the growth-enhancing effects from technological gaps are much stronger for India than non-US OECD economies.

One question is whether the model can account for the increase in the post-reform TFP growth rate. Between the periods 1960–1990 and 1991–2005, TFP growth rates have annually increased by 1.1 percentage points. Simulating the model with the average coefficient estimates from the first two columns of the 10-year difference estimates in Table 3 yields the following results. Research intensity has contributed 2.8 percentage points to growth and research intensity spillovers have contributed 1.4 percentage points on an annual basis. Conversely, since the positive growth effects of the distance to the frontier have declined as the technology gap has been reduced, the distance to the frontier has reduced the growth rates by 1.7 percentage points. Similarly, financial liberalization has on average contributed to a 1.5 percentage point decline in growth because financial liberalization started from a very low level in 1991. The net effect of these factors is that the model predicts a one percentage point increase in the TFP growth rate which is very close to the actual increase in the TFP growth rate.

7. Robustness checks

The surge in India's growth in the post-reform period raises the question of the extent to which the reforms have contributed to the Indian growth miracle and whether the results in the previous section

---

Table 1
Johansen cointegration tests for semi-endogenous growth theory (Eq. (3)).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Trace statistic (Max-eigenvalue statistic)</td>
<td>Cointegrating vector</td>
</tr>
<tr>
<td>$\ln N_t$ and $\ln A_t$</td>
<td>$(5.621)$</td>
<td>$[1.000]$</td>
</tr>
<tr>
<td>$\ln A_t$ and $\ln A_t$</td>
<td>$(4.722)$</td>
<td>$[1.000]$</td>
</tr>
<tr>
<td>$\ln P_{At}$ and $\ln A_t$</td>
<td>$(15.596^*)$</td>
<td>$[1.000]$</td>
</tr>
<tr>
<td>$\ln P_{At}$ and $\ln N_t$</td>
<td>$(6.378)$</td>
<td>$[1.000]$</td>
</tr>
<tr>
<td>$\ln G_{At}$ and $\ln A_t$</td>
<td>$(23.697^*)$</td>
<td>$[1.000]$</td>
</tr>
<tr>
<td>(20.778***)</td>
<td></td>
<td>$(2.952)$</td>
</tr>
</tbody>
</table>

Notes: The null hypothesis of the test is that the variables are not cointegrated. The estimation includes an intercept but not a deterministic trend. Figures in square brackets are t-statistics. *, ** and *** indicate 10%, 5% and 1% levels of significance, respectively.

Table 2
Johansen cointegration tests for Schumpeterian growth theory (Eq. (4)).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Trace statistic (Max-eigenvalue statistic)</td>
<td>Cointegrating vector</td>
</tr>
<tr>
<td>$\ln N_t$ and $\ln L_t$</td>
<td>$(13.481^*)$</td>
<td>$[1.000]$</td>
</tr>
<tr>
<td>(13.039*)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln N_t$ and $\ln A_t$</td>
<td>$(6.224)$</td>
<td>$[1.000]$</td>
</tr>
<tr>
<td>(6.021)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln A_t$ and $\ln N_t$</td>
<td>$(17.647^*)$</td>
<td>$[1.000]$</td>
</tr>
<tr>
<td>(15.907***)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln A_t$ and $\ln A_t$</td>
<td>$(16.380^*)$</td>
<td>$[1.000]$</td>
</tr>
<tr>
<td>(15.907***)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln P_{At}$ and $\ln A_t$</td>
<td>$(22.657^*)$</td>
<td>$[1.000]$</td>
</tr>
<tr>
<td>(20.646***)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\ln P_{At}$ and $\ln N_t$</td>
<td>$(19.876^*)$</td>
<td>$[1.000]$</td>
</tr>
<tr>
<td>(19.123***)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: See notes to the previous table.
are robust to the control of variable controls, particularly the variables that capture the most important economic reforms. Eq. (5) is extended with several control variables in this section.

The following control variables are considered. First is the ratio of foreign direct investment (FDI) to nominal GDP, which has increased substantially since the 1970s and particularly in the post-reform period. This variable is potentially important for growth because of the positive externalities associated with technologies transferred from countries that are often more technologically advanced than India. The estimation period starts in 1980 in the 10-year difference regressions containing FDI as a regressor because the data are first available from 1970. Second, patent protection is included in the regressions to allow for the possibility that intellectual property rights are conducive to an innovative environment. The patent protection index is an average of five different indicators that are constructed by Ginarte and Park (1997). The data appendix in Madsen et al. (2009) gives detail on the construction of this index. Third, the macro tariff rate, which is computed as the ratio of import duties and imports, is included as a proxy for trade barriers. Tariff rates increased steeply during the 1980s and have since been reduced to a level that is well below the level that prevailed in the second half of the 20th century. Fourth, the interaction between the share of firms owned by non-residents (foreign firms) and the distance to the frontier is included in the regressions to examine the possibility that foreign firms facilitate the absorption of frontier technology.

Fifth, the share of total employment in agriculture is included in the regressions to cater for the growth effects of the transformation from agricultural dominance to manufacturing with higher productivity levels. Lucas (2007) argues that the share of employment in agriculture serves as a proxy for the educational attainment because workers in agriculture tend to be low skilled. Sixth, the interaction between the employment share in agriculture and the distance to the frontier is included as a control variable following the model of Lucas (2007). It is argued that the ability of countries to absorb technology that is developed at the frontier depends on the employment share in agriculture. Given the non-rival nature of technology developed at the frontier, the countries that possess adequate institutions and sufficiently educated labor forces will be better able to absorb the frontier’s technology. Since India meets the requirements for adequate institutions as defined by openness (Lucas, 2007), the interaction between employment share in agriculture and the distance to the frontier should influence growth negatively. Seventh, human capital is included as a control variable because along with R&D it is an essential knowledge variable in endogenous growth models.

Finally, the investment ratio is included in the estimates to allow for transitional dynamics (Jones, 1995a; Peretto, 1999; Howitt, 2000; Peretto and Smulders, 2002). The predictions of the endogenous growth models in this paper have been tested under the assumption that India has been growing along its balanced growth path. While this assumption may not be too strong in the cointegration estimates in which long-run relationships are estimated, the possibility that first-difference estimates have been affected by transitional dynamics cannot be ruled out.

The theoretical implications of transitional dynamics have been discussed in the semi-endogenous growth models of Jones (1995a), and in the Schumpeterian growth models of Peretto (1999) and Peretto and Smulders (2002). Transitional dynamics are important in two respects. First, the parameter restrictions that distinguish semi-endogenous and fully-endogenous growth theories apply only in the steady-state equilibrium. Since India has experienced several shocks during the estimation period, the estimates may not have adequately captured the steady-state properties of the models. Second, investment does not play the same role of transitional dynamics in endogenous growth models as in neoclassical models. This is because the latter focuses on per capita output for any given exogenous TFP growth rate while the former predominantly focuses on TFP growth. However, using a Schumpeterian growth model, Howitt (2000) shows that capital deepening induces more R&D by increasing the reward to innovation and by reducing

### Table 3

<table>
<thead>
<tr>
<th>Parameter estimates of Eq. (5).</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X = N$</td>
</tr>
<tr>
<td>$X/Q^b = N/L$</td>
</tr>
<tr>
<td><strong>5-year differences</strong></td>
</tr>
<tr>
<td>Intercept</td>
</tr>
<tr>
<td>$\Delta \ln X$</td>
</tr>
<tr>
<td>$\Delta \ln X^b$</td>
</tr>
<tr>
<td>$\ln (X/Q)d$</td>
</tr>
<tr>
<td>$\ln (X/Q)f$</td>
</tr>
<tr>
<td>$\ln (X/Q)d^2$</td>
</tr>
<tr>
<td>$\ln f$</td>
</tr>
<tr>
<td>$\Delta \ln f$</td>
</tr>
<tr>
<td>$R^2$</td>
</tr>
<tr>
<td>LM-1</td>
</tr>
<tr>
<td>LM-2</td>
</tr>
<tr>
<td>Normality</td>
</tr>
</tbody>
</table>

---

**Notes:** In the first two columns, foreign $X/Q$ is proxied by foreign $R/Y$ in the absence of a measure for foreign R&D workers. All measures of growth in foreign research activity and foreign research intensity measures are weighted using import shares following the approach outlined in Eq. (6). LM-1 and LM-2 are Breusch–Godfrey LM statistics for first and second-order serial correlation in the residuals, respectively. Normality is the Jarque–Bera test of normal distributed residuals. Robust standard errors are obtained using the Newey-West procedure. A first-order autoregressive term is included in all regressions. The figures in round parenthesis are t-statistics and the figures in square brackets are p-values.

---

### References

interest rate used for that reward. While these effects should be captured by the R&D terms, non-recorded R&D activities and other measurement errors, the transitional dynamics may not be adequately captured by the R&D terms. Furthermore, in the model of Peretto (1999), transitional dynamics are a function of capital intensity (capital per effective worker) in the intermediate sector.\(^{10}\)

The regression results are displayed in Table 4. The model is regressed in ten-year differences and R&D is measured by the number of workers employed in the R&D sector. The control variables are added sequentially to Eq. (5) in the regressions of the first eight columns, while all the control variables are included in the estimates of the last column. Only the control variables that are significant and are of the right signs are included in the regression in column 8.\(^{11}\) The estimated coefficients of the growth in the investment ratio are significant in two out of three cases and are of the right sign. This suggests that the economy may not have been growing along its balanced growth path since 1950 (columns 7, 9 and 10). The estimated coefficients of the FDI–GDP ratio are significant in two of the three cases, which highlight the positive growth effects from opening up to foreign ownership (columns 1, 9, 10). Patent protection is significantly negative in one out of three cases, but significantly positive in the other two cases (columns 2, 9 and 10). The positive effect of strengthening the patent protection framework found in the estimation period 1980–2005 is consistent with the significant increase in TFP growth rates observed in this period. It is, however, not clear how patent protection influences growth through its intended channel. Most theories suggest that patent protection increases innovative activity. Since innovative activity is already included in the regressions, the patent rights index may proxy other variables that are conducive to growth or account for some other non-measured innovations.

\(^{10}\) During the transitional path, the specialization effect (driven by an increasing number of firms) dominates and TFP growth in the intermediate sector is a positive function of \(k\) (capital per effective worker) after \(k\) has grown sufficiently large. Eventually, the fragmentation effect, in which the number of small intermediate firms increases, dominates as \(k\) becomes bigger and the TFP growth rate in the intermediate sector converges to zero. After that period economy-wide TFP grows along its balanced growth path.

\(^{11}\) First differences of the control variables were also considered in the preliminary estimations. However, their estimated coefficients were all insignificant at the 10% level.

The estimated coefficients of levels and growth in human capital are either insignificant or significantly negative (columns 8, 9 and 10). These results are not surprising given that it has been difficult to find a robust relationship between growth and educational attainment in the literature (Pritchett, 2001, 2006). The finding of no level effects from educational attainment is not surprising as Pritchett (2006) has pointed out that growth rates have not increased significantly over the past century in the OECD countries while secondary school enrolment rates have increased 25 fold during the same period. It is more surprising that growth has not been positively affected by educational attainment, which may reflect that educational attainment is measured with a large error. Regarding employment share in agriculture, it is puzzling that the estimated coefficients are positive and in one instance even statistically significant (columns 5, 6 and 10). These variables are not included in the estimates in column (9) because they are likely to produce spurious results or simply reflect measurement errors.

Turning to the R&D related variables, the estimated coefficients of \(\Delta m^\text{X,6}\) are consistently negative and are, in most cases, significant whereas the estimated coefficients of either \(\ln(X/Q)^\text{fi}\) or \(\text{min}(X/Q)^\text{fi}\) are, in most cases, highly significant and have the expected positive signs. Thus, consistent with the finding in the previous sections, the results give support to Schumpeterian growth theory and no support for semi-endogenous growth theory. These results are important because they show that domestic and foreign research intensities remain to be important determinants of TFP growth even when other and often more direct variables representing the policy reforms are included in the estimates.

The results indicate that R&D intensity, R&D intensity spillovers, FDI/GDP and patent protection rights have permanent growth effects in most cases. The economy will continue growing as long as these variables remain positive. Importantly, all these variables are related to R&D and, as such, underscore that only knowledge variables can have permanent growth effects. Furthermore, the statistical properties of these variables are not inconsistent with Jones’ (1995a) critique. None of these variables can increase beyond one (unlogged) and, therefore, cannot increase continuously over time as the level of R&D activity. In that sense, growth is bounded but permanent.
As a final check of the model and to investigate the effects of factor accumulation on growth, Eq. (5) is regressed using labor productivity as the dependent variable. The growth in the $K/Y$ (capital-output) ratio and educational attainment are included as additional regressors, noting that the $K/Y$ ratio is used instead of the capital stock because it filters out the growth effects of TFP-induced productivity growth (see Madsen and Ang, 2009 for an analysis). The regressions give strong support for Schumpeterian models and no support for semi-endogenous growth (the results are reported in Madsen et al., 2009). Furthermore, the estimated coefficients of the $K/Y$ ratio and educational attainment are either insignificant or negative and significant, regardless of whether total or private capital stock is used. The use of total or private investment ratios does not alter the results, suggesting that transitional dynamics may not have been an important factor in the Indian growth miracle.

8. Firm-level analysis

The results in the previous section may have suffered from a small sample problem. More importantly, the Schumpeterian results are derived under the assumption of free entry of firms. This assumption may not have been satisfied for India during the post-independence period given that the economy was subject to a set of industrial licensing requirements that restricted entry and expansion of both domestic and foreign firms, and this is dubbed “license raj” (Panagariya, 2002; Rodrik and Subramanian, 2005; Aghion et al., 2008). As discussed in Section 2, all licensing requirements were first fully withdrawn in 1991 and the cap on foreign direct investment in most industries was raised to 51%. Furthermore, as Laincz and Peretto (2006) argue, Schumpeterian growth models focus on the scale of a firm and not the scale of the economy when examining steady-state growth. Thus, to complement the aggregate time series findings, we perform firm-level analysis in this section using data for the post-liberalization period.

8.1. Panel unit root and cointegration tests

Prior to examining whether the variables in Eqs. (3) and (4) are cointegrated, it would be useful to test for stationarity of the variables involved in the regressions. The commonly used panel unit root tests are the Im et al. (2003) test (henceforth IPS), the ADF-Fisher type of Maddala and Wu (1999) test (henceforth MW), both of which assume an individual autoregressive unit root process, and the Breitung (2000) test that assumes a common autoregressive unit root process. However, as shown by Hlouskova and Wagner (2006), the MW test is increasingly oversized in short panels with 10 or 15 year periods of data, as is the case here. Moreover, with serially correlated errors, the size distortions of the Breitung test are minimal, compared to both the MW and IPS tests. We therefore adopt the Breitung’s panel unit root procedure here. The results are reported in Table 5.

As with the aggregate time series data, the null hypothesis of a unit root in ln$A_t$ cannot be rejected at the 1% level of significance whereas ln$A_t$ is stationary. Therefore, we can perform cointegration tests to examine whether the firm-level data are consistent with semi-endogenous or Schumpeterian growth theory. Since ln$A_t$ is $I(1)$, one would expect ln$R_t$ to follow an $I(1)$ process in order to satisfy the conditions of semi-endogenous growth theory. However, our results indicate that ln$R_t$ is stationary, thus providing no support for semi-endogenous growth theory. On the other hand, both ln$(R/Y)_t$ and ln$(R/AL)_t$ are found to be $I(0)$, which is consistent with the predictions of Schumpeterian growth theory.

The Pedroni’s (2004) panel cointegration procedure is used to test for panel cointegration. The optimal lag length is chosen to be one in all cases based on the AIC criterion. The results are reported in Table 6. Although ln$R_t$ and ln$A_t$ appear to be cointegrated, as suggested by all seven Pedroni test statistics, the cointegrating vector does not support the predictions of semi-endogenous growth theory given that the second element in the vector is non-negative and insignificant. However, there is robust support for Schumpeterian growth theory. All Pedroni’s test statistics provide evidence in favor of the presence of cointegration between ln$R_t$ and ln$A_t$ as well as ln$R_t$ and ln$Y_t$. More importantly, the second elements in the cointegrating vectors are statistically significant and have the right signs.

8.2. Panel TFP growth estimates

We estimate the following firm-level TFP growth equation that nests the predictions of both endogenous growth theories as discussed in Section 2:

$$
\Delta \ln A_t = \varphi_0 + \varphi_1 \Delta \ln X_t + \varphi_2 \ln \left( \frac{X}{Q} \right)_t + \varphi_3 \ln \left( \frac{A^{\text{max}}}{A} \right)_{t-1} + \varphi_4 \left( \frac{X}{Q} \right)_t \ln \left( \frac{A^{\text{max}}}{A} \right)_{t-1} + TD + ID + \epsilon_t.
$$

where $A^{\text{max}}_t$ is the industry technology frontier, $TD$ is a vector of time dummies, which capture macroeconomic shocks including transitional shocks that affect all firms equally, $ID$ is industry

### Table 5

Panel unit root tests.

<table>
<thead>
<tr>
<th>Variable</th>
<th>ln$A_t$</th>
<th>ln$R_t$</th>
<th>ln$(R/Y)_{1t}$</th>
<th>ln$(R/AL)_{1t}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levels</td>
<td>2.912</td>
<td>-12.599</td>
<td>-10.253</td>
<td>-10.565</td>
</tr>
<tr>
<td>(0.998)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>First differences</td>
<td>-20.901</td>
<td>-27.094</td>
<td>-24.808</td>
<td>-25.220</td>
</tr>
<tr>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
</tbody>
</table>

Notes: The null hypothesis of the test is present. Figures in the parenthesis are $p$-values. *** indicates 1% level of significance.

### Table 6

Panel cointegration test.

<table>
<thead>
<tr>
<th>Model</th>
<th>Panel statistic</th>
<th>Group panel statistic</th>
<th>Cointegrating vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln$R_t$ and ln$A_t$</td>
<td>$v$ statistic</td>
<td>3.438***</td>
<td>(0.001)</td>
</tr>
<tr>
<td></td>
<td>rho statistic</td>
<td>-2.041***</td>
<td>(0.000)</td>
</tr>
<tr>
<td></td>
<td>PP statistic</td>
<td>-3.365***</td>
<td>(0.000)</td>
</tr>
<tr>
<td></td>
<td>ADF statistic</td>
<td>-3.305***</td>
<td>(0.000)</td>
</tr>
<tr>
<td>ln$R_t$ and ln$A_{it}$</td>
<td>$v$ statistic</td>
<td>5.057***</td>
<td>(0.000)</td>
</tr>
<tr>
<td></td>
<td>rho statistic</td>
<td>-1.711***</td>
<td>(0.000)</td>
</tr>
<tr>
<td></td>
<td>PP statistic</td>
<td>-35.828***</td>
<td>(0.000)</td>
</tr>
<tr>
<td></td>
<td>ADF statistic</td>
<td>-36.395***</td>
<td>(0.000)</td>
</tr>
<tr>
<td>ln$Y_t$ and ln$A_{it}$</td>
<td>$v$ statistic</td>
<td>3.361***</td>
<td>(0.003)</td>
</tr>
<tr>
<td></td>
<td>rho statistic</td>
<td>-16.014***</td>
<td>(0.000)</td>
</tr>
<tr>
<td></td>
<td>PP statistic</td>
<td>-34.634***</td>
<td>(0.000)</td>
</tr>
<tr>
<td></td>
<td>ADF statistic</td>
<td>-35.305***</td>
<td>(0.000)</td>
</tr>
</tbody>
</table>

Notes: The null hypothesis of the test is that the variables are not cointegrated. An intercept but no deterministic trend is included in the estimation. Figures in square brackets are $t$-statistics, and those in round parentheses are $p$-values. *** indicates 1% levels of significance.
dummies, and $\epsilon_{it}$ is independently and identically distributed errors. Distance to the frontier is measured by the difference in TFP of a firm of the jth industry relative to the frontier industry included in this sample that has the highest TFP ($A_{it}^{max}$). The distance to the frontier and its interaction with research intensity is included following the predictions of the models of Howitt (2000) and Griffith et al. (2003, 2004). Unfortunately, import data by sources are not available at the firm-level, which precludes estimation of the effects of international technology spillovers through the channel of imports.

Eq. (7) is estimated in 3 and 4-year differences using the fixed effects estimator. It is evident in Table 7 that none of the estimates significantly positive while its interaction with research intensity is not. Thus, firms that are behind the technology frontier are able to effectively use the technology that is developed elsewhere and to close the gap to the technology frontier.

9. Conclusions and implications of the findings

The objectives of this paper are two-fold: first, to test which of the two second-generation endogenous growth models is consistent with the data for India; and second, to examine the extent to which the roles R&D activity, international R&D spillovers, distance to the technology frontier and variables representing the economic reforms since independence, explain growth in a “miracle” economy like India. The study is motivated by the significant increase in GDP growth observed in India during the post-reform period and the lack of any previous attempts to test R&D-induced growth for developing countries.

Using aggregate time series data over the period 1950–2005 and data for 590 manufacturing firms over the period 1993–2005, the results of the paper show little support for semi-endogenous growth theory. First, no robust long-run relationship between TFP and research activity is found. Second, TFP growth cannot be explained by growth in research activity. However, the estimates provide quite strong support for Schumpeterian growth theory. In particular, there exists an economically and statistically significant long-run relationship between research activity and product lines or product varieties. The increasing number of product lines that are associated with growth in R&D activity ensures that TFP growth is not slowing towards zero or increasing to infinity as predicted by the first-generation endogenous growth models. History and econometric tests suggest that TFP growth is stationary in the long run. Moreover, TFP growth is positively associated with research intensity. This implies that R&D has permanent growth effects provided that it is continually increased to counteract the concomitant increase in the variety of products in the economy.

The estimation results also provide evidence of significant international R&D spillovers to the Indian economy. First, the aggregate estimates indicate significant research intensity spillovers through the channel of imports. Second, TFP growth is positively affected by India’s distance to the technology frontier, enabling it to enjoy the advantage of technological backwardness. These results point to the importance of foreign technology as one of the primary sources of India’s TFP growth and the increasing TFP growth experienced in India during its post-reform period.

Although the findings apparently provide compelling evidence for Schumpeterian growth, the following caveat is in order. The parameter restrictions that distinguish semi-endogenous and fully-endogenous growth theories apply only in the steady-state equilibrium. The Indian economy has probably not been in its steady state during the period 1950–2005. In fact, India has experienced a steady increase in the investment ratio, increasing R&D in proportion to GDP, and several policy reforms. The investment ratio and other variables were included in the estimates to allow for transitional dynamics. However, it is unlikely that these variables have captured all transitional dynamics and prevented them from influencing the key parameter estimates.

The paper, furthermore, finds that the post-reform growth spurt has been affected by the economic reforms that started in the 1980s and gained momentum after 1990. In fact, our results show that financial liberalization, increasing foreign direct investment as a proportion of GDP, and patent protection rights have been influential for growth. Moreover, the economy has opened up as part of the reform programs and allowed a larger knowledge flow from abroad. Finally, the reforms have also given incentives to undertake R&D. For instance, weighted tax deductions and higher depreciation allowances associated with purchases of R&D-related machinery and materials have been granted by the government (Government-of-India, 2008). These results indicate that economic reforms are important in supporting a research driven economy.

The findings in this paper have important implications for the growth prospects of India. In the long run, the Indian economy is likely to converge to the TFP growth rates experienced in OECD economies in the post WWII period, provided that it maintains the current level of research intensity. The growth rate is likely to be higher in the medium term because India will continue to enjoy its advantage of backwardness and, therefore, be able to imitate and improve the technology that has been developed at the frontier. This advantage will disappear as India approaches the technology frontier; however, this may take a long time.
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Table 7
Panel TFP growth estimates.

<table>
<thead>
<tr>
<th></th>
<th>3-year differences</th>
<th>4-year differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$X/Q = R/Y$</td>
<td>$X/Q = R/AL$</td>
</tr>
<tr>
<td></td>
<td>$X/Q = R/Y$</td>
<td>$X/Q = R/AL$</td>
</tr>
<tr>
<td>Intercept</td>
<td>−0.418***</td>
<td>−0.623***</td>
</tr>
<tr>
<td></td>
<td>(−3.460)</td>
<td>(−5.950)</td>
</tr>
<tr>
<td>$\Delta \ln X_{it}$</td>
<td>0.002</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>(0.1040)</td>
<td>(0.950)</td>
</tr>
<tr>
<td>$\ln (X/Q)_{it}$</td>
<td>0.003</td>
<td>0.080***</td>
</tr>
<tr>
<td></td>
<td>(1.730)</td>
<td>(2.360)</td>
</tr>
<tr>
<td>$\ln (A_{it}^{max}/A_{it−1})$</td>
<td>0.347***</td>
<td>0.338***</td>
</tr>
<tr>
<td></td>
<td>(9.930)</td>
<td>(9.670)</td>
</tr>
<tr>
<td>$\ln (X/Q)<em>{it} \times \ln (A</em>{it}^{max}/A_{it−1})$</td>
<td>−0.154</td>
<td>0.082</td>
</tr>
<tr>
<td></td>
<td>(−0.490)</td>
<td>(0.150)</td>
</tr>
<tr>
<td>No. of obs.</td>
<td>1420</td>
<td>1420</td>
</tr>
</tbody>
</table>

Notes: The results are based on fixed effects estimations. The figures in round parenthesis are t-statistics. The number of observations is less than the cross-section and time-dimension of the data given that not all firms invest in R&D every year. * and ** indicate 10% and 1% levels of significance, respectively.

12 These industries include chemicals, base metals, electrical machinery, non-electrical machinery, electronics & business software, food, beverages & tobacco, textiles & clothing, plastic & rubber, paper, transport, wood manufacturing, furniture, leather and others.

13 Although GMM is more efficient than the OLS estimator in dynamic panels, the fixed effects estimations. The number of observations is less than the cross-section and time-dimension of the data given that not all firms invest in R&D every year. * and ** indicate 10% and 1% levels of significance, respectively.
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